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Parallelization MATLAB for Solving Problems in Heat 
Conduction with Phase Change 
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Abstract: This paper deals with a suitable approach to parallelize the calculation of heat conduction with a 
phase change on multiple processors. The main reason of this is to speed up the solution time 
as much as possible. Various approaches how to solve these problems with the phase change 
can be used. In this paper we are dealing with the so-called enthalpy approach, which is based 
on the thermodynamic function of volume enthalpy. The heat conduction is numerically 
computed by the finite-difference method using the explicit Euler formula. The most time 
consuming operation through the calculation is to find the corresponding temperature from the 
actual enthalpy for each node at each time step. Thus, a convenient approach can be to split up 
the vector of enthalpy and parallelize the enthalpy-temperature search. Our origin numerical 
model was created in mathematical software MATLAB and the parallelization was processed on 
Parallel Computing Toolbox™ 5 in MATLAB. 

1. Introduction 
In many engineering problems we can see it is 
necessary to encompass structural changes in 
the simulation for employed materials. These 
materials are typically characterized by their 
temperature-dependent thermo physical 
properties and latent heat, solid and liquid 
phase’s consideration in calculations. The 
numerical calculation of transient heat transfer 
by the conduction with phase change materials 
requires a fine mesh and long execution times. 
Nevertheless, the potential of computation 
facility is nowadays very useful for parallel 
algorithms. 

2. Phase changes materials 
A phase change material (PCM) is a substance 
with a high heat of fusion which, melting and 
solidifying at a certain temperature, is capable 
of storing and releasing large amounts of 
energy. Heat is absorbed or released when the 
material changes from solid to liquid and vice 
versa; thus, PCMs are classified as latent heat 
storage (LHS) units. There are various 
approaches how to get over PCM problems, 
such as the apparent heat capacity method, 
the latent heat source approach, the enthalpy 
approach [1] etc. In this work the enthalpy 

approach was chosen. This method has a 
great advantage which is the accuracy of the 
solution, but this method suffers from 
fluctuations which are covered by a local 
refinement of the discretization near the  
solid-liquid interface. The major problem of this 
method is that in numerical terms, we are 
using an explicit parabolic scheme, and this is 
very penalizing. Nevertheless, for instance in 
the steel industry, where is casted a huge 
number of grades of steel, is very suitable to 
change the enthalpy-temperature (E-T) 
relationship for actual employed steel and to 
preserve the main model [2].  
 
Heat conduction with PCM can be described 
by Fourier equation in the enthalpy form (eq. 1) 
[4] 
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 (1)  

where  is thermal conductivity [W/m∙K], T is 
temperature [K], H is volume enthalpy [J/m3],   
is time [s] and x, y, z are spatial coordinates. In 
order to have a well-posed problem, initial and 
boundary conditions must be provided.  
 
We were created our original model, where the 
equation (1) is discretized by the finite 
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difference method using an explicit formula for 
the time derivative [3], [4]. The temperature is 
calculated from the enthalpy by the searching 
algorithm which is described in Section 3. 
 
The relationship between the enthalpy and the 
temperature can be seen for three chosen 
steel materials in Figure 1.  

 
Figure 1. Relationship between temperature and 

enthalpy for three grades of steel 
 

3. Enthalpy-temperature search 
In this basic enthalpy scheme, the enthalpy is 
used as the primary variable and the 
temperature is calculated from a defined E-T 
relation. One method how to do this calculation 
can be the fitting of the E-T relationship by a 
curve, thus the temperature is described as a 
function of enthalpy. Despite the fact that this 
method is convenient for time execution, the 
poor numerical accuracy, mainly close to 
neighbor solidus and liquidus temperatures, 
makes this method inappropriate. Another way 
how to calculate the temperature from the 
actual enthalpy is to use a search technique 
[5]. The numerical accuracy increases but the 
solution time grows dramatically. In  
one-dimensional heat transfer the execution 
time is not a problem, but in heat transfer in 
three-dimensional space the time required by 
the E-T calculation is significant comparison to 
the rest of calculation. For instance in a mesh 
with 20x40x1200 nodes, we have to search for 
almost one million values in each time step. 

This is a good reason for the parallel 
calculation. 
 
In our model the binary search algorithm is 
used. We have a table of temperatures 
(T1,…,Tn) and corresponding enthalpies 
(H1,…,Hn). Thus, we are looking for the 
position of known enthalpy which directly 
represents the corresponding temperature. 
The algorithm is shown in Figure 2. The 
symbol H represents the actual enthalpy 
corresponding to the temperature we looking 
for. When searching is finished the desired 
temperature T = i. 

 
Figure 2. Search algorithm 1 

 
One can say that this algorithm can be 
replaced by some more intelligent searching 
method. But for example in the temperature 
interval 1-1600 °C the temperature is found 
roughly in eight iterations. Moreover, in order 
to speed this algorithm, the user can use the 
knowledge from the previous time iteration and 
set the upper (u) and the lower (l) limits closer 
to the desired value. Although it can speed up 
the algorithm, the user has to check whether 
the desired value still in search range. Thus 
the total time savings are not so significant in 
comparison to the number of searching 
through the simulation.  

4. Parallelization in MATLAB 
Our numerical model was created in 
mathematical environment MATLAB, which is 
the most widely used tool in scientific and 
technical computing [7]. MATLAB gained 
popularity because of its user-friendliness, 
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wide internet support and plenty of 
mathematical toolboxes [6], [7]. 
  
MATLAB Parallel Computing Toolbox™ 5 is 
potentially useful for parallel programming but 
in the case MATLAB license does not contain 
this toolbox, there are many parallelization 
approaches supported by MATLAB like 
NetSolve, MultiMATLAB, pMATLAB, 
MATLAB*P [6], [7] etc. MATLAB Parallel 
Computing Toolbox™ 5 [8] allows to compute 
the problem in local PC on eight processors at 
the same time. The computation might not get 
entirely the eight-times improvement in speed 
because of a communications overhead, but 
the speed up should be significant.  
 
There are more arguments why we should use 
parallel programming in MATLAB. One can be 
that some scientific problems simply do not fit 
into the memory of a single machine and has 
to be split among more CPUs. The multiple 
calculations are also proper on segments of 
code which are repetitive. For-loops to solve 
these cases are often used.   
 
This is also the case of E-T search when the 
loop goes over the nodes from 1 to N, where N 
is equal to the number of nodes. Moreover, this 
loop is repeated in each time iteration. A 
number of these iterations can be huge in case 
of explicit formula due to the stability criteria. 
 
The processors are separate as one MATLAB 
client and MATLAB workers (Figure 3). 

 
Figure 3. MATLAB parallelization schema  

 

There are different ways how to provide 
parallel computing. In further text two 
approaches will be presented. In both cases 
we have to open a MATLAB pool by command: 

 

where n is number of processors. No index 
means to use all available processors.  
In the first case, we modify a loop where the 
temperatures are searched. In MATLAB the 
common for-loop command is replaced by  
the parfor-loop command parfor. A part of the 
parfor body is executed on the MATLAB client 
and another part is executed in parallel on 
MATLAB workers. The parfor-loop is useful in 
situations where many loop iterations are 
needed. 

 

The body of parfor-loop can contain other  
for-loops but the code in the MATLAB has to 
be adapted for parallel computing. More 
information can be found in [8]. 
 
The second case is based on dividing the 
vector containing enthalpy values in all nodes 
by the number of processors. Every sub-vector 
will be send to a specific processor and 
calculated here. The so-called spmd statement 
allows you to define a block of code to run it 
simultaneously on multiple workers [8]. 
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In both cases when we have finished with a 
MATLAB pool, close it with the command: 

 

which releases your pool of workers. 

5. Results and discussion 

We ran the simulations on Intel(R) Core(TM)2 
CPU 6600 @ 2.40GHz with 4 GB RAM. The 
first simulation used one processor due the 
second used two processors. The simulations 
contained 3-dimensional heat transfer by 
conduction with PCM on mesh size 10x20x180 
with 4000 time steps. In the one processor 
case the simulation time took 33.756 minutes 
and in the case with two processors 10.034 
minutes. The realization of parallelization gave 
us 70.27% time saves in comparison to the 
non-parallel approach. With more processors 
the result could be even better. To compare 
our parallelization approaches, in the first case 
with the parfor command the calculation time 
was 5 minutes shorter than the case with the 
spmd command.     

The parallelization in Parallel Computing 
Toolbox™ allows the user to easy parallelize 
MATLAB applications without CUDA or MPI 
programming on multicore processors, GPUs, 
and computer clusters. Another strong 
advantage is that existing MATLAB codes can 
be easily modified to a parallel structure. 
These reasons together with a professional 
support and the user’s guide constitute the 
very convenient and strong tool for solving 
complex scientific problems. For users who 
prefer Octave, a freely available MATLAB-like 
scientific computing software, is available e.g. 
MultiOctave, ParallelOctave, [7] etc. 

6. Conclusions 
This paper was focused on parallel 
computations in complex engineering 
problems, such as the numerical simulation of 
heat conduction with the phase change. We 
tuned our original MATLAB code, for 3D heat 
transfer by the conduction with the search E-T 

algorithm, for parallel computing in order to 
decrease the simulation time. Two approaches 
were presented. The paper shows the 
executive time improvement and advantages 
of MATLAB approach; the easy 
implementation, the large users base, the 
internet support, MATLAB-friendliness, etc. As 
a drawback can be comprehend the MATLAB 
license price with Parallel Computing 
Toolbox™ 5, but one can easily find parallel 
modes for Octave.  
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